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ABSTRACT

There is great potential for the use of
Machine Learning (ML) methods to
solve problems in many different
industries, especially in the medical and
healthcare professions. We aim to use
ML approaches to solve the long-
standing problems of Parkinson's disease
(PD) prediction and therapy in this
project.  Inconsistent therapy and
inaccurate PD prediction have plagued
the field for a long time. By creating a
prediction approach that is unique to PD
datasets, our study hopes to lessen the
impact of these difficulties. We do this by
thoroughly investigating and contrasting
the performance of several ML systems
designed for Dbinary classification
problems with respect to PD prediction.
We want to reduce inconsistencies and
related dangers by establishing a reliable
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INTRODUCTION:

Machine learning (ML) has become a hot
topic in tech because of its cutting-edge
features and complex technical
applications, which are influencing many
different industriesl. Machine learning
(ML) is a subfield of Al that excels at
extracting useful information from a
wide variety of data sources and formats.
Problems still exist, despite its

approach for correctly investigating and
diagnosing PD by comparing and
contrasting the performance of various
algorithms. Our research shows that ML
methods are crucial for creating reliable
decision-support  systems for PD
prediction. Our work offers valuable
insights for the creation of improved
medical applications by combining the
findings of numerous algorithms. It also
helps to fill up research gaps. In sum, the
study provides an in-depth analysis of
ML methods for PD prediction,
demonstrating how they might enhance
diagnostic procedures and patient results.
In addition to expanding our knowledge
of PD, our study highlights the
revolutionary power of ML in solving
difficult medical problems.

Disease are some of the topics covered
bythisarticle.

competence in handling large
datasets.Especially in the healthcare
industry, here precise data categorization
continues to be a significant challenge3.
The use of ML algorithms in healthcare
has great potential, especially for illness
prediction. These algorithms show
incredible predictive power by finding
complex patterns in medical data, which
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highlights their potential to change
healthcare.

Recent literature reviews have focused
on algorithms in healthcare, highlighting.

Our primary objective in doing this
research is to learn more about machine
learning (ML) algorithms as they pertain
to healthcare, with an emphasis on illness
prediction and, more specifically,
Parkinson's disease. Accurate prediction
and early identification pose particular
hurdles in the case of Parkinson's disease
(PD), a neurodegenerative disorder
characterised by motor and non-motor
symptoms. The diagnosis of PD is still
challenging, with many cases including
miss-predictions and  pre-diagnostic
mistakes, even if medical technology has
advanced. In light of these difficulties,
we suggest a thorough examination of
ML approaches to binary classification,
with a focus on accuracy. We want to find
the best way to build a predictive system
for PD diagnosis by thoroughly analysing
and contrasting several ML algorithms.
We are primarily focused on developing
a systematic approach to reliably
predicting who will develop PD and
reducing diagnostic errors and miss-
predictions. Our findings might help
improve PD prediction approaches,
which would improve early identification
and intervention tactics. That's why it's
important. We want to improve patient
outcomes and quality of life by using ML
algorithms to provide a path towards
more accurate and dependable PD
diagnosis.

With a focus on PD prediction, this work
aims to bridge the gap between ML
techniques and healthcare applications.
With careful research and testing, we
want to contribute to the area by shedding
light on how to make the most of ML
algorithms in health tracking and
diagnosis. Review of the Literature
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Machine Learning (ML) is all the rage
now because of how cutting-edge it is
and all the complex ways it can be used
technologically.5. When it comes to
neurological diseases like Parkinson's
disease (PD), ML has a lot of potential in
healthcare. Tremors, stiffness, and
sluggish movement are motor signs of
Parkinson's disease, a degenerative
neurological disorder.

movementPD's meteoric rise in incidence
throughout the years has had far-reaching
consequences for public health across the
world. One of the most financially
devastating long-term health problems is
neurodegenerative dementia, of which
Alzheimer's disease (AD) is the most
common form. The potential societal and
patient welfare effects of automated
Alzheimer's disease diagnosis and care
are substantial. As a direct result of
cognitive decline8, language difficulty is
one of the most common signs of
Alzheimer's disease. Gait kinematics and
other spatiotemporal features are crucial
for PD diagnosis9. It is common for PD
to go undiagnosed, which delays
treatment, since symptoms and disease
progression may vary widely. Possible
non-invasive, cost-effective, and more
accessible  methods of detecting
Parkinson's disease might be realised via
the use of machine learning and speech
analysis. The accuracy and reliability of
these techniques in clinical settingsl0,
however, must be ensured by further
study and validation.
Researchers have been looking at using
ML algorithms to enhance PD detection's
accuracy and efficiency in order to tackle
this difficulty. Researchers may build
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accurate and understandable models for
Parkinson's  disease prediction by
combining supervised learning
approaches with appropriate feature
selection strategies applied to speech
datasets. With any luck, this undertaking
will pave the way for earlier diagnosis
and interventionll. In the context of
Parkinson's disease, several academic
investigations have explored the domain
of speech dysfunction. A wide range of
variables impacting speech problems
have been examined in these research, as
have the effectiveness of different
treatment strategies and the effects of
speech impairment on other aspects of
patients' well-being.12.
Ongoing research aims to enhance our
understanding of the underlying
processes of speech and swallowing
difficulties in Parkinson's disease, with a
particular emphasis on developing more
effective treatments. This includes
investigations into novel therapeutic
approaches like transcranial magnetic
stimulation (TMS) and deep brain
stimulation (DBS) as well as efforts to
decipher the complex role of brain
circuits in motor control.
therapeutic magnetic stimulation (TMS)
with the goal of improving swallowing
and speaking abilities13. Predicting and
diagnosing diseases using ML and Al
methods has recently attracted a lot of
attention14. There has been a lot of
excitement about Al applications
recently, and the rise of deep learning
(DL) has changed the Al tool
landscapel5. The purpose of this
research is to examine the efficacy of PD
detection algorithms16 by means of
binary classification methods such as
logistic  regression, support vector
machines, k-nearest neighbours, decision
trees, and Random Forest. The main goal
of XAl approaches is to make Al models
more clear and understandable so that
doctors can understand how the models
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arrived at their predictions. Because of
the gravity of the consequences of
medical choices, this is of the utmost
importance. You may accurately
determine the algorithms' accuracy and
efficiency in  Parkinson's  disease
prediction18 by following these steps and
doing comprehensive tests on relevant
datasets. In addition, medical diagnosis
has been radically altered by the
development of ML, especially deep
learning (DL), which has allowed for the
processing of massive amounts of data
with  hitherto  unseen levels of
accuracyl9. Medical imaging, test
results, and patient complaints are just a
few of the sources of information that
doctors use into the diagnosis process.
Unfortunately, the need to include
multimodal information has not been
well addressed by current deep-learning
models that aim to aid in diagnosis. There
is potential to improve patient triage and
speed up clinical decision-making via the
development of unified multimodal
transformer-based models. Healthcare
providers are now able to make better,
more timely diagnoses, prognoses, and
treatment choices because to this
technological innovation. In general, the
use of machine learning and artificial
intelligence in  medical diagnosis
represents a sea change in healthcare,
since these tools will augment human
doctors' knowledge and experience to

better serve patients.
A technique
Here, the approach  used s

The work highlights the need of using
ML approaches in a systematic way to
predict and identify PD, as seen in Figure
1. A predictive model is the end result of
the methodology's various critical steps,
which are all designed to help with data
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inquiry and elucidation.
(i) Bringing in Required Libraries and
Dependencies: That is the first thing to do
when starting the ML pipeline21. We
carefully analyse the selection and
inclusion of necessary libraries to
achieve optimum performance, since the
behaviour and quality of an ML system
are dependent upon the input
characteristics.

(i) Data Collected: Kaggle, a well-
known site for data science contests and
datasets, is the source of the dataset used
in this work. Loading the dataset into the
pandas data frame after capture allows
for thorough data analysis. In order to get
a feel for the make-up and organisation of
the data, it is helpful to know how many
rows and columns the dataset has. The
completeness and integrity of the dataset
is further evaluated using procedures like
statistical analysis and the identification
ofmissingvalues22.

(ii1) Data preprocessing: This crucial step
involves cleaning and organising raw
data into a coherent structure that is ready
for further analysis. In order to fix errors
and improve the dataset's quality and
consistency, operations including data
cleansing, normalisation, and
transformation are performed. (iv) EDA,
or exploratory data analysis, is a critical
technique  for discovering trends,
patterns, and outliers in the dataset. In
order to guide future modelling and
analysis efforts, researchers thoroughly
examine the data to uncover important
insights into underlying linkages and
events. part (v)The process of feature
engineering comprises taking raw data
and transforming it into useful features
that may be used to train and understand
models. This procedure involves
identifying and engineering significant
variables to capture key aspects crucial to
PD prediction. Characteristics act as
crucial inputs into the ML pipeline,
which allow the algorithm to discover

ISSN: 0976-0172

Journal of Bioscience

AndTechnology

significant correlations and patterns in
thedata. (ii) Using a train-test split
methodology26, the dataset is divided
into two parts: the training set and the
validation set. The training set is for
training the model and estimating its
parameters, whereas the validation set is
for evaluating the model and its
performance. Researchers may improve
and optimise the model's performance by
iteratively  gauging the  model's
effectiveness and  generalizability.
(vii) Standardising Data: When data is
standardised, it is rescaled such that the
characteristics follow a standardised
scale, usually with a mean of 0 and a
variation of 1. This process is also called
normalisation. By making ensuring that
feature distributions are consistent, this
normalisation method reduces the impact
of biases and value range differences.
More stable and dependable predictions
are made possible by standardisation,
which improves the ML model's
interpretability and stability 27. The
following is a quick illustration of
thealgorithms: One of the most important
and powerful tools in machine learning is
the K-Nearest Neighbour (KNN)
algorithm. It is highly regarded for its
non-parametric nature, simplicity, and
adaptability. Apt for use in regression
and classification,
Classification prediction is where it
really shines. Using the proximity
principle, KNN sorts newly-imported
data into coherent clusters or segments by
lining them up with examples that have
already been trained. Assigning the new
observation to the classification that is
most comparable to the current dataset is
based on the premise that the two are
similar. By giving precedence to
closeness, the algorithm sorts incoming
data according to how similar they are to
nearby cases, which allows it to classify
them. The fact that KNN can manage
massive datasets with little impact on
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classification accuracy and
performance28 is noteworthy. Backend
vector algorithm With an emphasis on the
VC dimension and the empirical risk
reduction notion, the Support Vector
Machine (SVM) model embodies a
potent machine learning strategy based
on computational and statistical
concepts. When dealing with problems
involving pattern recognition, this

r'
Start InpulDatasets .J
' and import ;—-

.f dependencies |

J

Analysing
accuracy of
algorithms

5,

Accuracy
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approach has clear benefits, especially
when dealing with situations involving
few samples, data heterogeneity, and
computational complexity. Standout
features of SVM include its ability to
avoid problems like the "curse of
dimensionality” and  reduce the
likelihood of "over-learning,”
demonstrating resilience in the face of
different types of complexity.

Machine Learning Pipeline (Data gathering,
Data preprocessing, EDA, Feature Engineering,
Modelling, Hyper Parameter Tuning)

Desired

or Best V
Y

;“’:p:f“:::’: Identifythe algorithm
E and build a responsive
algorithm with | -—| 404 predictive System

respect to other with that algorithm
algorithms

Training, testing and analysis on various
binary classification algorithms - SYM, KNN
Algorithm, Logistic Regression, Random Forest,
Decision Tree and Naive Bayes Algorithm

Testing
performance of

predictive L
system —
/

Fig.1. Proposed System
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SVM has greatly advanced progress in
many related disciplines, including
pattern recognition, regression analysis,
function  estimation, time  series
forecasting, and more, thanks to its strong
theoretical basis and clear
mathematicalframework.

RationalRegression As a statistical
method, logistic regression models the
probability of discrete outcomes given a
set of input variables. With its capacity to
calculate the likelihood of a fresh sample
falling into a certain category, it is an
invaluable analytical tool, especially in
classification jobs. Considering that
different parts are classified in different
ways...... Logistic regression, by making
use of its features, helps a lot with the
classification problems that are intrinsic
to cyber securitydomains30.
SimpleBayes This method is more
common in text classification situations
that need a large amount of training data,
and it is a supervised learning approach
that uses the Bayes theorem to handle
classification. The Naive Bayes
Classifier is an effective and fundamental
method for classifying data. paves the
way for the creation of efficient machine
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learning systems that can reliably
forecast future outcomes. It makes
predictions based on the probabilities
linked to certain objects, as is typical with
probabilistic classifiers.
EvaluationStructure Additionally, it is a
supervised learning technique that is
useful for both classification and
regression, albeit it is most often used for
the former. The dataset's properties are
represented by the internal nodes of this
tree-like structure, the decision-making
process is symbolised by the branches,
and the ultimate wrapping up is provided
by each leaf. Decision Nodes, which play
a crucial role in decision-making
processes with many branches, and Leaf
Nodes, which show the results of
individual choices without further
branches, are the most important parts of
a decision tree. Decision Trees facilitate
testing, experimentation, and decision-
making by capitalising on dataset
attributes. Decision trees, which are
visual representations of the problem-
solving process, methodically investigate
many avenues in order to arrive at
possible answers.
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~ Support Vector Machine Model

[ ] # training the SvM model with training data
model.fit(X_train, Y_train)

svC(kernel="1linear")

Evaluating the model

[ ] # accuracy score on training data
X_train_prediction = model.predict(X_train)
training_data_accuracy = accuracy_score(Y_train, X_train_prediction)

Accuracy Prediction

[ ] print(’Accuracy score of training data : ', training_data_accuracy)

Accuracy score of training data : ©.8846153846153846

[ ] & accuracy score on training data
X_test_prediction « model.predict(X_test)
test_data_accuracy = accuracy_score(y_test, X_test_prediction)

[ ] print('Accuracy score of test data : ', test_data_accuracy)

Accuracy score of test data : ©.8717948717948718
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~ KNN Analysis

(1]

(1]

(]

(1]

(1

(1]

neigh = KNeighborsClassifier(n_neighbors=3)

neigh.fit(X_train, Y_train)

KNeighborsClassifier(n_neighbors=3)

X_train_prediction = neigh.predict(X_train)

training_data_accuracy = accuracy_score(Y_train, X_train_prediction)
print("Accuracy score of training data : ', training_data_accuracy)
Accuracy score of training data : ©.9743589743589743

# accuracy score on training data

X_test_prediction = neigh.predict(X_test)
test_data_accuracy = accuracy_score(Y_test, X_test_prediction)

print("Accuracy score of test data : ', test_data_accuracy)

Accuracy score of test data : ©.8205128205128205
Fig. 3. Evaluation of KNN accuracy

~ Naive Bayes

[ 1] gnb = GaussianNB()

[ ] gnb.fit(X_train, Y_train)

GaussianNB()

[ ] X_train_prediction = gnb.predict(X_train)

training data_accuracy = accuracy_score(Y_train, X_train_prediction)

[ 1 print("Accuracy score of training data : ‘', training_data_accuracy)

Accuracy score of training data : ©.7243589743589743

[ ] # accuracy score on training data

[ ] print('Accuracy score of test data :

X_test_prediction = gnb.predict(X_test)
test_data_accuracy = accuracy_score(Y_test, X_test_prediction)

» test_data_accuracy)

Accuracy score of test data : ©.6153846153846154

Fig. 4. Evaluation of accuracy and complexity for the Naive Bayes Algorithm
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~ Decission Tree

[ 1] clf = tree.DecisionTreeClassifier()

[ 1 clf.fit(X_train, Y_train)

DecisionTreeClassifier()

[ ] X train_prediction = clf.predict(X_train)
training_data_accuracy = accuracy_score(Y_train, X_train_prediction)

[ 1 print('Accuracy score of training data : ', training_data_accuracy)

Accuracy score of training data : 1.@

[ 1 # accuracy score on training data
X_test_prediction = gnb.predict(X_test)
test_data_accuracy = accuracy_score(Y_test, X _test_prediction)

[ 1 print('Accuracy score of test data : ', test_data_accuracy)

Accuracy score of test data : ©.6153846153846154

Fig. 5. Evaluation of accuracy and complexity for the Decision Tree Algorithm

~ Logistic Regression

[ ] LG = LogisticRegression(random_state=0)

[ ] LG.fit(X_train,Y_train)
LogisticRegression(random_state=0)

[ ] X_train_prediction = LG.predict(X_train)
training_data_accuracy = accuracy_score(Y_train, X_train_prediction)

[ ] print("Accuracy score of training data : ', training_data_accuracy)

Accuracy score of training data : ©.8717948717948718

[ ] # accuracy score on training data
X_test_prediction = LG.predict(X_test)
test_data_accuracy = accuracy_score(Y_test, X_test_prediction)

[ ] print("Accuracy score of test data : ‘', test_data_accuracy)

Accuracy score of test data : ©.8205128205123205

Fig. 6. Evaluation of Logistic Regression Accuracy
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Random Forest

Its adaptability in tackling both
regression and classification challenges
has made it a notable ML approach
within the area of supervised learning.
Random Forest uses a number of
classifiers along with the idea of
ensemble learning to improve model
performance when faced with complex
issues. When faced with data-driven
difficulties, this method takes use of the
combined  knowledge of several
classifiers. The algorithm's use of
ensemble-based methodologies33
highlights its effectiveness in solving a
range of machine learning issues.
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In each model, a dataset
comprising labeled samples is utilized to
explore the statisticalrelationship between
attributes and objectives. The model
demonstrating superior performance is
subsequently evaluated against a distinct
dataset, not employed during the training
phase. This assessment ensures the
creation and upkeep ofa predictive
model capable of generalizing wellto new
data. Drawing upon the methodologies
discussed above, this summary
encapsulates the scientific pursuit of
model development and validation

Table 1. Accuracy of training and testing across various algorithms

Algorithm Name

Training Data Testing Data

Accuracy Accuracy
SVM (Support Vector Machine) 88.46% 87.17%
KNN Algorithm 97.43% 87.05%
Naive Bayes Algorithm 72.43% 61.53%
Decision Tree Algorithm 100% 61.53%
Logistic Regression Algorithm 87.17% 82.15%
Ramdom Forest Algorithm 88.46% 82.05%
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~ Random Forest

[ ] RF = RandomForestClassifier(max_depth=2, random_state=0)

[ 1 RF.fit(X_train, Y_train)

RandomForestClassifier(max_depth=2, random_state=®)

[ ] X_train_prediction = RF.predict(X_train)
training_data_accuracy = accuracy_score(Y_train, X_train_prediction)

[ ] print(’Accuracy score of training data : ', training_data_accuracy)

Accuracy score of training data : ©.8846153846153846

[ 1] # accuracy score on training data
X_test_prediction = RF.predict(X_test)
test_data_accuracy = accuracy_score(Y_test, X_test_prediction)

[ ] print('Accuracy score of test data : ', test_data_accuracy)

Accuracy score of test data : ©.8205128205128205

Fig. 7. Evaluation of Random Forest accuracy
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Fig. 8. Comparison of accuracy among various algorithms

RESULTS AND DISCUSSION

By comparing and contrasting different
binary classification techniques, this
work adds to the body of knowledge.
Extensive testing has shown that various
algorithms achieve varying degrees of
accuracy, highlighting the importance of
accuracy as a measure of Machine
Learning  effectiveness.  Importing
libraries is the first step in the machine
learning pipeline. Then, data homogeny
and mock-up training are iterative phases
of distinctive engineering
methodologies. The prediction model for
Parkinson's disease is built using sklearn
techniques including SVM, KNN, Naive
Bayes, and decision trees. Results from
comparisons and analyses of complexity
show that SVM approaches are the most
effective in predictive modelling, as they
get the best accuracy on testing datasets.
As a result, a strong predictive model is
created, which opens the door to better
Parkinson's disease diagnosis and
treatment. Systematic Variable Model
(SVM) Achieving 88.46% accuracy on
the training dataset and 87.17% accuracy
on the testing dataset, the Support Vector
Machine  (SVM)  model  shows

encouraging performance. These results
demonstrate that SVM is a powerful tool
for precise data classification. Figure 2
graphically displays an examination of
SVM's accuracy and complexity,
illuminating its performance
characteristics. It seems that SVM has
promise as a trustworthy prediction
model, given its remarkable accuracy on
both the training and testing datasets.
There has to be more research and
conversation around SVM to figure out
what makes it work and how to
makeevenbetter.MyNeighbourK

With  training dataset accuracy of
97.43% and a testing dataset accuracy of
87.05%, the K-Nearest Neighbour
(KNN) method shows impressive
performance. These results show that
KNN is quite reliable when it comes to

categorising data points. To better
understand KNN's performance
characteristics, its  accuracy and

complexity are shown in Figure 3. It is
worth mentioning that the model's
excellent accuracy on the training dataset
shows that it can efficiently identify
patterns in the data. Nevertheless, more
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research is required to resolve any
possible over-fitting or generalisation
concerns, as shown by the somewhat
reduced accuracy on the testing dataset.
To improve the KNN algorithm's
performance in practical settings, future
data set for testing. Its capacity to
properly categorise data items is shown
by these outcomes. Naive Bayes'
accuracy, as seen in Figure 4, sheds light
on its performance characteristics. In
spite of the algorithm's satisfactory
performance on the training dataset, the
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studies may aim to fine-tune its
parameters. Simple Bayes
With a 72.43% accuracy rate on the
training dataset and a 61.53% rate on the
test dataset, the Naive Bayes Algorithm
exhibits moderate performance.

reduced precision on the test dataset
indicates possible difficulties with
extrapolation. To further understand this
disparity and find ways to enhance the
algorithm's performance, more research
is required. Possible targets for future
studies include enhancing the model's

~ Developing a Predictive System
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~ Developing a Predictive System I

[] spet data (m.m,as.m,m.m.o.cmo.o.cm.o.mu,o.ma,o.m,o.mu.c.mp.m,t.u,e.w.o.m.o.nm,x.mn,o.mm,o.mm.n.m,l

2 changing fnpet data %0 8 mumpy array
Enpwr_data_as_sumpy_arrey » op.asarray{isget_dota)

£ reshage the sumpy arrey
ixpot_data_reshaped o Snput_data 35 rumpy_array.ceshape(d, 1)

2 standacdize the data
st data « scaler. traesforn(input_data_reshaged)

prediction « sodel predict(std dota)
seint(prediction)

1 (prediceionfd] = 0):
prist("The Person does not have Pariinsces Disesse®)

else:
prist(*The Person has Parkissons”)

(8]

The Person does not have Parkiesons Clsease

fesr/local/1ib/pythond. 7/ dist -packages/ sklearn/base. py:455: Usersrning: X does not Rave valid featere nases, but Standardicaler was fitted with festure mames
“X does rot have valid featore names, but®
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~ Developing a Predictive System

§ hanging Irput data %0 & sonpy arryy
{nput_data_as_oampy_array « 19 asacray(inget_dota)

8 reshape the mampy arrey
dmput_data_reshaged » dnput dota_as_nompy_array.reshape(l, 1)

# standerdize the dota
24 ots = scaler. trassforn input_dats_reshaged)

prediction = model.predice(std data)
prist(presiction)
if (peediction[0] = 9):
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Fig. 9. Result of Predictive System

parameters or investigating other
methods to improve its predictive power
in various settings.
Approach  using  Decision  Trees
On the training dataset, the Decision Tree
Algorithm achieves an impressive 100%
accuracy, showing that it is good at
detecting complex patterns. A lower
accuracy of 61.53% indicates that it
performs rather poorly on the testing
dataset. In Figure 5, we can see the
Decision Tree's correctness, which helps
us understand its performance indicators.
The algorithm's flawless performance on
the training dataset raises concerns about
over-fitting or a lack of generalizability,
since it achieves lesser accuracy on the
testing dataset. To get to the bottom of
things and figure out how to make the
algorithm work better on new data,
further research is required. Improving
the Decision Tree Algorithm's prediction
power across different datasets may be
the subject of future studies that optimise
its parameters or use ensemble
approaches.

Predictive Modelling System

On the training dataset, the Logistic
Regression  Algorithm achieved an
accuracy of 87.17%, demonstrating
favourable performance.
as well as 82.15 percent on the test
dataset. These results indicate that it is
effective at correctly categorising data
points. Figure 6 shows the accuracy of
the Logistic Regression, which gives us a
better idea of how it works. Further study
iS needed because to the somewnhat
reduced accuracy on the testing dataset,
while the method performs well on both
the training and testing datasets. Possible
ways to make it better include playing
around with the model's parameters or
looking at  feature  engineering
approaches to boost prediction accuracy.
To fine-tune the Logistic Regression
Algorithm for a variety of datasets and
applications, more study is required.
An Algorithm for Random Forests
With a training-set accuracy of 88.46%
and a testing-set accuracy of 82.05%, the
Random Forest Algorithm shows high
performance. These outcomes
demonstrate how well it categorises data
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points. Visualising the Random Forest's
accuracy in Figure 7 gives useful insights
into its performance characteristics. The
algorithm's accuracy drops somewhat on
testing datasets, but it does well on
training datasets as well.
as contrasted with the dataset used for
training. More research into possible
over-fitting or generalisation problems is
warranted in light of this disparity.
Improving the  Random  Forest
Algorithm's prediction power across
different datasets may be the subject of
future studies that investigate ensemble
approaches or aim to optimise the
algorithm's parameters.
The results of these comparative analyses
and investigations into the relative
complexity of various categorization
techniques show that the SVM achieves
the highest level of accuracy on the test
data, as shown in Table 1 and Figure 8.
We have developed a prediction model
that can identify people with Parkinson's
disease as a consequence of our study.
Our research showed that the SVM
algorithm performed the best of all the
algorithms we tested, with the KNN
approach coming in a close second. This
research highlights the need of ongoing
efforts to better understand Parkinson's
disease and smart systems. The results
shown graphically in Figure 9, which
compares the algorithms' performance,
corroborate this finding.
Consequently, we have developed a
smart prediction algorithm to identify
people with Parkinson's disease. From all
the algorithms that were tested in this
research, the SVM algorithm performed
the best, followed closely by the KNN
Algorithm. The need of doing more study
in the field of intelligent systems and
advancements connected to Parkinson's
disease is highlighted by these results,
which also point to potential directions
for future endeavours.
In summary The purpose of this study
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was to analyse algorithmic complexity
and compare different algorithms. The
goal was to create a predictive machine
learning framework that could improve
overall prediction accuracy and address
discrepancies in Parkinson's disease
prediction. Classification methods have
been the subject of a great deal of
research, but we have found that various
approaches provide varied results when
tested on different datasets. methods for
improving  algorithms and  their
performance.

This work's main strength is the
systematic framework it provides for
building the prediction system, which is
based on extensive research and
comparison ~ of  algorithms.  The
improvement of healthcare outcomes
might be facilitated by this framework's
ability to reduce obstacles in diagnosis
and prediction. The system's dependence
on datasets is a major flaw, however,
since inaccurate or manipulated data
could cause inaccurate predictions.
Future study might focus on developing
specialised systems that go beyond
prediction tasks by investigating
bidirectional methods of algorithm
selection and development.
Still, developments in dataset quality and
algorithmic improvements pose the
greatest danger to our built system. These
factors  might make  competing
algorithms more accurate and predictive,
reducing our system's effectiveness. To
keep our prediction framework relevant
and successful in the ever-changing field
of machine learning, it will be vital to
continuously monitor and update it.
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